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ABSTRACT 

 

Financial development and international trade, developed from empirical growth literature, 

are identified as macroeconomic variables highly correlated with economic growth. This 

study employs the co-integration and Granger causality tests to investigate long-run 

relationship and the direction of causality between financial development, international trade 

and real income growth in Bangladesh. The estimation procedure also passes a battery of 

diagnostic tests indicating stability of the long run and short run estimates. The results of the 

study do not reveal any long-run relationship between economic growth and financial 

development as scaled by money supply and domestic credits, and between exports and 

economic growth. On the other hand, Granger causality test results suggest that the export-

led growth hypothesis can be inferred for Bangladesh economy in the short run. However, 

both export and import growth cause changes in the money supply in the short run. The nexus 

is unidirectional. Long run GDP growth has an effect on income growth in the short run. 

Finally, this study has shown that import growth causes a change in the domestic credit in 

the short run. The findings of this paper have important implications for macroeconomic 

policies of the nation. 
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INTRODUCTION 

 

Financial development and international trade are identified as macroeconomic variables as 

being highly correlated with economic growth performance across countries in the empirical 

growth literature (Beck, 2002). There are also empirical studies in the literature searching the 

channels through which both financial development and trade openness affect economic 

growth. Kletzer and Bardhan (1987) incorporate financial sector into the Heckscher-Ohlin 

trade model and show that financial sector development gives countries a comparative 

advantage in industries that rely more on external financing. 

The relationship between financial development and economic growth has now well 

recognized in the literature that financial development is crucial for economic growth 

(Calderon and Liu, 2003) as it is a necessary condition for achieving a high rate of economic 

growth (Chang, 2002) and has a strong positive relationship with economic growth (Mazur 

and Alexander, 2001). On the other hand, financial development significantly reduces 

economic growth for countries in Latin America experiencing relatively high inflation rates 

(De Gregorio and Guidotti 1995). Patrick (1966) developed two hypotheses testing the 

possible directions of causality between financial development and economic growth, that is, 

the supply-leading hypothesis, where it posits a causal relationship from financial 

development to economic growth, and the demand-following hypothesis, where it postulates 

a causal relationship from economic growth to financial development. In the empirical 

literature, McKinnon (1973), King and Levine (1993), Neusser and Kugler (1998) and Levine 

et al. (2000) support the supply-leading hypothesis while Gurley and Shaw (1967), Goldsmith 

(1969), and Jung (1986) support the demand-following hypothesis. Yildirim, Öcal and 

Erdogan (2008) reconfirm the ‘supply leading’ hypothesis for Turkey taking geographic 

components and spatial dimension into account. Vuranok (2009) supports the positive 
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association between financial development and economic growth rate in Turkey                    

in the short run.  

In the context of Asian countries, Sinha (1999) claims along the same line for Japan, 

Malaysia, Philippines and Sri Lanka whereas for (South) Korea, Myanmar, Pakistan and 

Thailand, furthermore, he asserts that export instability and economic growth are directly 

related. He also postulates that in most cases economic growth is positively associated with 

domestic investment while the findings are mixed for India. On the other hand, Mukherjee 

and Deb (2008), Acharya, Amanulla and Joy (2009), confirm unidirectional causality from 

financial growth to real GDP growth in Indian economy. Parallel to these views, empirical 

studies on financial development and economic growth nexus have also produced mixed 

results, evidencing no role or negative relationship. Vazakidis and Adamopoulos’s (2009) 

study reveal that economic growth causes stock market development and industrial 

production index, while industrial production index causes credit market development for 

Greece. Christopoulos and Tsionas (2003) observe that there is no short run causality 

between financial deepening and output for 10 developing countries, using threshold 

Cointegration tests, and dynamic panel data estimation for a panel-based vector error 

correction model. Abu-Bader and Abu-Qarn (2006) view the causal relationship between 

financial development and economic growth in five MENA countries, within a trivariate 

VAR framework. The Cointegration results weakly supports the long-run relationship but 

where Cointegration is detected the long-run Granger causality results give more support for 

the hypothesis that finance follows rather than leads economic growth, whereas short-run 

causality tests show no evidence of causality between the two variables.  

The directions of relationship between international trade and economic growth are still 

inconclusive (Balaguer and Cantavella-Jorda, 2002). Some of the studies have shown that 

international trade is crucial for economic growth in many countries (Shan and Sun, 1998; 
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Xu, 1996; Jin, 2000; Bahmani-Oskooee and Alse, 1993; Roubini and Sala-i-Martin, 1992; 

Marin, 1992; Chow, 1987). Yucel (2009) claims that trade openness have a positive effect 

whereas financial development has a negative effect on growth for the Turkish economy. 

Kilimani (2009) views that not only financial development cause economic growth but some 

other sectors like manufacturing and export sectors of Ugandan economy have been the 

source of growth. Furthermore, Katircioglu and Jenkins (2009) use the bounds test to 

cointegration and Granger causality tests to investigate the empirical relationship between 

financial development, international trade and economic growth in Cyprus. The results do not 

suggest any direction of causality between financial development and international trade in 

Cyprus. On the other hand, Katircioglu et al. (2007) has also investigated the relationship 

between financial development, international trade, and economic growth in India. They 

suggest that long-run equilibrium relationship exists among these variables. Their further 

results from causality tests reveal that (1) economic growth in India stimulates a growth in 

international trade (exports and imports of goods and services), (2) financial development is 

stimulated by exports while imports are stimulated by money supply, and (3) there is a 

feedback relationship between financial development and economic growth in case of India.  

No evidence is found yet to support the hypotheses: finance led growth or growth led finance, 

trade-led growth and growth-led trade in Bangladesh while a bi-directional or feedback 

Granger-causality is evidenced between trade openness and financial development measured 

by the domestic credit as a percentage of GDP in Bangladesh (Hassan and Islam 2005). On 

the other hand, Rahman (2007) confirm that financial development induces investment 

activities in the long run in Bangladesh using Blanchard and Quah’s (1989) technique of 

structural vector autoregressions (SVARs). He also emphasizes that both credit and 

investment GDP ratios have short-run positive impact on per capita income.  
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The relationship between financial development, international trade, and economic growth is 

still needed; this study empirically investigates the possible co-integration and the causal link 

between financial development, international trade (including exports and imports) and 

economic growth in Bangladesh.  

 

DATA AND MODEL SPECIFICATION 

In this study, annual data of Real GDP, exports, imports money supply and domestic credit 

are taken from World Development Indicator 2007, covering the period 1975-2005 for 

Bangladesh. All data are expressed in logarithms in order to include the proliferate effect of 

time series and to reduce the problem of heteroscedasticity.1 A technique of vector 

autoregressions (VARs) is adopted to estimate the causal relationship between exports, 

imports and economic growth in the following form: 

LY = f (LY, LX, LM, LMS and LRDC)   (1) 

Where, LY = Log of real GDP; LX = Log of real exports; LM = Log of real imports;             

LMS = Log of real Money Supply, (M2); LRDC = Log of domestic credit. 

To check stationarity in data, this paper employs unit root test (Augmented Dickey Fuller and 

Phillips-Perron). Usually time series analyses consider stationary time series in empirical 

studies. If the series is non-stationary, the relationship between independent and dependent 

variables may exhibit misleading inferences which lead to spurious regression. A series is 

said to be stationary if mean and auto-covariance of the series do not depend on time. In order 

to examine whether each variable in the time series is integrated and has a unit root, this 

study has considered two widely used popular unit root tests—ADF and PP tests. Both tests 

use the null hypothesis that the series does contain a unit root (non-stationary variable) 

against a stationary variable in the alternative hypothesis. If the computed value of the         

                                                
1 Gujrati, D., ‘Basic Econometrics’, 3rd Edition 1995, McGraw-Hill 
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F-statistic exceeds the critical values Φ that are tabulated by Dicky-Fuller (1981) then the 

null hypothesis is rejected, it means the series is stationary. If the computed F-statistic falls 

below the critical values Φ, the null hypothesis is not rejected; it means the series is non-

stationary. The test is based on the following regression equation: 

t

m

t

tittt ypbyaay ϑ∑
=

−= +∆+++=∆
1

1121    (2) 

Where, 1−−=∆
ttt

YYy  and Y is the variable under consideration, m is the number of lags in 

the dependent variable chosen by SIC and 
t

ϑ  is the stochastic error term. The null hypothesis 

of a unit root implies that the coefficient of Yt -1 is zero. The ADF is widely used due to 

stability of its critical values as well as its power over different sampling experiments. Perron 

(1989, 1990) has shown that a structural change in the mean of a stationary variable tends to 

bias the standard ADF tests toward non-rejection of the hypothesis of a unit root. Therefore, 

this study conducts Phillips Perron (PP) unit root test along with ADF test that all variables 

are integrated of order one (i.e. have one unit root). While the ADF is notorious for its poor 

power problem, the other two tests are more powerful in rejecting the null hypothesis of 

nonstationarity. Between these two tests, the DF–GLS test performs well especially in the 

presence of unknown shifts in the mean and trend in the data.  

Once the unit root test is accomplished, it is possible to carry out the co-integration test in 

order to examine the existence of a stable long-run relationship between exports, imports and 

economic growth. To verify co-integrated relationship among the variables, Johansen Co-

integration test (Johansen, 1988; Johansen and Juselius, 1990) has been performed only on 

integrated of order one, i.e. I(1) according to unit root tests’ variables. The Johansen method 

applies maximum likelihood procedure to determine the presence of co-integrating vectors in 

non-stationary time series as a vector autoregressive (VAR) framework: 
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Where, Yt is a vector of non-stationary variables and C is the constant term. The information 

on the coefficient matrix between the levels of the Π  is decomposed as αβ=Π , where the 

relevant elements of the α  matrix are adjustment coefficient and the β  matrix contains co-

integrating vectors. Johansen and Juselius (1990) specify two likelihood ratio test statistics to 

test for the number of co-integrating vectors. The first likelihood ratio statistic for the null 

hypothesis of exactly r co-integrating vectors against the alternative r+1 vector is the 

maximum Eigen value statistic. The second statistic for the hypothesis of at most r co-

integrating vectors against the alternative is the trace statistic. Critical values for both test 

statistics are tabulated by Johansen and Juselius (1990). It has been suggested that the above 

tests of cointegration rank are contingent upon the presence or absence of deterministic 

components in the dynamic model.  

The next question is to investigate whether all the variables in the model should enter into a 

long-run equilibrium relationship. This can be done by testing linear restrictions on the long-

run coefficients after they have been normalized. The hypothesis of long-run exclusion of 

each variable is tested using a likelihood ratio test which is asymptotically distributed as χ2 

with degrees of freedom equal to the number of restrictions tested. If the test statistic exceeds 

the 95% critical value then those coefficients are significant implying that the concerned 

variables should be present in the long-run equilibrium relationship. The number of 

cointegrating relationships will result in a corresponding number of residual series, and hence 

error correction terms (ECTs), to be used in the subsequent vector error correction model 

(VECM). We have considered the systems where the ECM must be seen as correcting 

towards an ‘equilibrium subspace’, which in this case is two-dimensional.  
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EMPIRICAL TESTS AND RESULTS 

We first test the stationarity properties of the variables under consideration i.e. their order of 

integration, then test for cointegration among the variables. Finally, we test for Granger 

Causality among the variables in a VECM framework. 

Testing for Stationarity: 

In order to investigate stationarity properties of the variables under consideration (real GDP, 

exports, imports, money supply and domestic credit to the private sector) we carry out a 

univariate analysis for testing the presence of a unit root. Table 1 reports the results of 

Augmented Dickey-Fuller (ADF) t-test and Philips Perron test statistic.  

Table 1: Unit Root Test 

Variables 
ADF (Constant) PP (Constant) 

Level Level Level 1st Diff. 

LY (Log of real GDP) 2.383500 -4.739647*** 2.702934 -4.827861*** 

LX (Log of real exports) -0.099571 -7.575751*** 0.003840 -7.571373*** 

LM (Log of real imports) -0.831867 -8.510980*** -0.410766 -11.97049*** 

LMS (Log of real  
Money Supply, M2) 

-2.531590 -3.035119** -2.284086 -10.66009*** 

LRDC( Log of domestic credit) -2.065255 -5.284802*** -2.091146 -7.265790*** 
Notes: For ADF, the optimal lag length is selected using a testing down method. For PP tests, 
bandwidth is selected based on the Newey–West procedure using Bartlett kernel. 
Superscripts***, ** and * indicate rejection of null hypothesis at 1%, 5% & 10% level of 
significance. 

 

The results indicate that the variables are non stationary at level in both ADF and PP tests. On 

the other hand, Real GDP, exports, imports, money supply and domestic credit (LY, LX, LM, 

LMS and LRDC) are found stationary at first difference when constant is included in both 

ADF and PP tests at 1% and 5% level of significance. We conclude that the variables under 

consideration are ‘integrated of order 1’, I(1).     



8 
 

Testing for Cointegration: 

Since the variables are integrated of order 1, i.e. I(1), we can test whether they are 

cointegrated or not (Engel and Granger, 1987). We test for the number of cointegrating 

relationships using the approach proposed by Johansen (1988) and Johansen and Juselius 

(1990). The optimal lag length of the level VAR system is determined using the Akaike’s 

Information Criterion (AIC), Hernan-Quinn criterion (HQ) and Schwartz Criterion (SC). 

Table 2 reports the number of cointegrating relationships among the variables under 

consideration.   

Table 2: VAR Lag Order Selection Criteria 

Lag Log L LR FPE AIC SC HQ 

0  108.0044 N/A   5.66e-10 -7.103754 -6.868014 -7.029923 
1  273.6074  262.6805  3.58e-14 -16.80051  -15.38606* -16.35752 
2  315.2005   51.63284*   1.35e-14*  -17.94486* -15.35171  -17.13272* 

* indicates lag order selected by the criterion 
LR  : sequential modified LR test statistic (each test at 5% level) 
FPE: Final prediction error 
AIC: Akaike’s information criterion 
SC  : Schwarz information criterion 
HQ : Hannan-Quinn information criterion 

 

Results of both Trace and Maximum Eigen value tests (in Table 3) suggest the existence of at 

least four cointegrating relationships among the variables in the series at 5% level of 

significance. This implies that the series under consideration is driven by at least four 

common trends. We save the residuals from the first three equations of the VAR, which are 

used as the error-correction term in the subsequent tests for Granger causality.  
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Table 3: Johansen Cointegration Test (Johansen Maximum Likelihood Estimation) 

Hypothesized 

No. of Ces 

Eigen 

value 

Trace 

Statistics 

0.05 

Critical 

Value 

p**-

value 

Max-

Eigen 

value 

statistics 

0.05 

Critical 

Value 

p**-

value 

None *  0.883803  137.8581  69.81889  0.0000  60.26903  33.87687  0.0000 
At most 1 *  0.729695  77.58906  47.85613  0.0000  36.62976  27.58434  0.0026 
At most 2 *  0.574744  40.95930  29.79707  0.0017  23.94176  21.13162  0.0196 
At most 3 *  0.407777  17.01754  15.49471  0.0293  14.66842  14.26460  0.0432 
At most 4  0.080474  2.349113  3.841466  0.1254  2.349113  3.841466  0.1254 
Trace test indicates 4 cointegrating equation(s) at the 0.05 level 
 * denotes rejection of the hypothesis at the 0.05 level 
 **MacKinnon-Haug-Michelis (1999) p-values 
Trend assumption: Linear deterministic trend 
Lags interval (in first differences): 1 to 2 
 

We use a Vector Error Correction Mechanism (VECM) to test the granger causality among 

the variables under consideration. Table 4 reports the Granger non-causality statistic for the 

variables GDP growth (∆y), export growth (∆x), import growth (∆m), money supply growth 

(∆ms), and growth of domestic credit (∆dc) with error-correction terms: 1,1 −tξ , 1,2 −tξ , 1,3 −tξ and 

1,4 −tξ . The error-correction terms are adjustment terms toward ‘equilibrium sub-space’ and 

which also indicate long-run causality between variables under consideration. 

Table 4: Granger Causality Test 

 ∆y ∆x ∆m ∆ms ∆dc 1,1 −tξ  1,2 −tξ  1,3 −tξ  1,4 −tξ  

∆y  
15.0199  

[0.0005]** 
3.84233 
[0.1464] 

1.97003  
[0.3734] 

0.774213 
[0.6790] 

6.4255 
[0.0112] * 

2.91729 
[0.0876] 

2.04931 
[0.1523] 

1.5999 
[0.2059] 

∆x 

 

0.236218 
[0.8886] 

 
2.748 

[0.2531] 
0.0713186 
[0.9650] 

3.18859 
[0.2031] 

0.208095 
[0.6483] 

14.7564 
[0.0001]** 

0.202742 
[0.6525] 

0.428828 
[0.5126] 

∆m 

 

0.56585 
[0.7536] 

1.0721 
[0.5851] 

 
5.07242 
[0.0792] 

5.58434 
[0.0613] 

0.259953 
[0.6102] 

0.376239 
[0.5396] 

5.08145 
[0.0242] * 

0.614342 
[0.4332] 

∆ms 

 

3.69362 
[0.1577] 

15.4543 
[0.0004]** 

29.1049 
[0.0000]** 

 
4.37007 
[0.1125] 

0.0373681 
[0.8467] 

0.210043 
[0.6467] 

0.0645979 
[0.7994] 

4.97237 
[0.0258]* 

∆dc 

 

1.49902 
[0.4726] 

1.48006 
[0.4771] 

10.1004 
[0.0064]** 

4.38895 
[0.1114] 

 
1.35999 
[0.5066] 

1.46123 
[0.2267] 

0.393011 
[0.5307] 

2.6124 
[0.1060] 

Superscripts***, ** and * indicate rejection of null hypothesis at 1%, 5% & 10% level of 

significance 
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Results (in Table 4) indicate that export growth Granger causes Real GDP growth in the 

short-run and the causality is unidirectional. Long run GDP growth however has effect on the 

income growth in the short run. Both export growth and import growth Granger cause money 

supply growth in the short-run and the causality is unidirectional. It is also evident that import 

growth Granger causes domestic credit growth in the short run whereas the nexus is 

unidirectional. Our empirical findings are consistent in the context of real GDP growth in 

Bangladesh.  Bangladesh imports large amounts of capital intensive machineries from abroad 

to promote the industrial sector. As a result domestic private credit serves as an important 

instrument for investors. On the other hand, under managed floating exchange rate regime in 

Bangladesh, an exogenous increase in exports requires the central bank to supply its currency 

to prevent its exchange rate from appreciating. This means an increase in money supply. This 

induced changes in the money supply, which in turn affects interest rates, the rate of 

investment, national income, and imports. 

 

CONCLUSION 

In this paper, we use time series econometric techniques to investigate the direction of 

causality between international trade (exports and imports of goods and services), financial 

development and economic growth in Bangladesh over the period 1975-2005. The main 

findings of the paper can be summarized as follows: First, the results show one-way causality 

from export growth to real GDP growth in Bangladesh. Second, the results do not provide 

sufficient evidence of a long-run causal relationship between economic growth and financial 

development as scaled by money supply and domestic credits, and between exports and 

economic growth. Third, Granger Causality test results reveal that both export and import 

growth cause changes in the money supply in the short run whereas the causality is 

unidirectional. Fourth, the empirical analysis suggests that long run GDP growth has an effect 
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on income growth in the short run. Finally, this study has indicated that import growth causes 

a change in the domestic credit in the short run. Thus the domestic credit provided by the 

banking sector has been assumed to contribute to the growth of the Bangladesh economy. 
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